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Appendix

Consider the discrete-time linear time-invariant system

with state vector x ∈Rn. The vector u∈Rm is the input to the system at time k, for
example a velocity command, or applied forces and torques. The vector z∈Rp repre-
sents the outputs of the system as measured by sensors. The matrix F∈Rn×n describes
the dynamics of the system, that is, how the states evolve with time. The matrix G∈Rn×m

describes how the inputs are coupled to the system states. The matrix H∈Rp×n de-
scribes how the system states are mapped to the observed outputs.

To account for errors in the model (represented by F and G) and also unmodeled dis-
turbances we introduce a Gaussian random variable v∈Rn termed the process noise.
vhki∼N(0, V), that is, it has zero-mean and covariance V. The sensor measurement
model H is not perfect either and this is modelled by measurement noise, another Gaussian
random variable w∈Rp and whki∼N(0, W). The covariance matrices V∈Rn×n and
W∈Rp×p are symmetric and positive definite.

The general problem that we confront is:

given a model of the system, the known inputs u and some noisy sensor measure-
ments z, estimate the state of the system x.

In a robotic localization context x is the unknown pose of the robot, u is the com-
mands sent to the motors and z is the output of various sensors on the robot. For a
flying robot x could be the attitude, u the known forces applied to the airframe and z
are the measured accelerations and angular velocities.

The Kalman filter is an optimal estimator for the case where the process and
measurement noise are zero-mean Gaussian noise. The filter has two steps. The first
is a prediction of the state based on the previous state and the inputs that were
applied.

(H.1)

(H.2)

where ' is the estimate of the state and Ï ∈Rn×n is the estimated covariance, or uncer-
tainty, in '. This is an open-loop step and its accuracy depends completely on the qual-
ity of the model F and G and the ability to measure the inputs u. The notation k+ 1|k
makes explicit that the left-hand side is an estimate at time k+ 1 based on informa-
tion from time k.

The prediction of P involves the addition of two positive-definite matrices so the
uncertainty, given no new information and the uncertainty in the process, has increased.
To improve things we have to introduce new information and that comes from mea-
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surements obtained using sensors. The new information that is added is known as the
innovation

which is the difference between what the sensors measure and what the sensors are
predicted to measure. Some of the difference will be due to the noise in the sensor, the
measurement noise, but the remaining discrepancy indicates that the predicted state
was in error and does not properly explain the sensor observations.

The second step of the Kalman filter, the update step, uses the Kalman gain

(H.3)

to map the innovation into a correction for the predicted state, optimally tweaking the
estimate based on what the sensors observed

Importantly we note that the uncertainty is now decreased or deflated, since the
second term is subtracted from the predicted covariance. The term indicated by S is
the estimated covariance of the innovation and comes from the uncertainty in the
state and the measurement noise covariance. If the innovation has high uncertainty in
relation to some states this will be reflected in the Kalman gain which will make corre-
spondingly small adjustment to those states.

The covariance update can also be written in the Joseph form

which has improved numerical properties and keeps the covariance estimate symmet-
ric, but it is computationally more costly.

The equations above constitute the classical Kalman filter which is widely used in
applications from aerospace to econometrics. The filter has a number of important
characteristics. Firstly it is recursive, the output of one iteration is the input to the
next. Secondly, it is asynchronous. At a particular iteration if no sensor information is
available we perform just the prediction step and not the update. In the case that there
are different sensors, each with their own H, and different sample rates, we just apply
the update with the appropriate z and H. The Kalman-Bucy filter is a continuous-time
version of this filter.

The filter must be initialized with some reasonable value of ' and Ï. The filter also
requires our best estimates of the covariance of the process and measurement noise.
In general we do not know V and W but we have some estimate Í and Ñ that we use in
the filter. From Eq. H.2 we see that if we overestimate Í our estimate of P will be larger
than it really is giving a pessimistic estimate of our certainty in the state. Conversely if
we overestimate Í the filter will be overconfident of its estimate.

The covariance matrix Ï is rich in information. The diagonal elements Ïii are the
variance, or uncertainty, in the state xi. The off-diagonal elements Ïij are the correla-
tions between states xi and xj. The correlations are critical in allowing any piece of
new information to flow through to adjust multiple states that affect a particular pro-
cess output.

The term FPhk|kiFThki in Eq. H.2 is interesting. Consider a one dimensional example
where F is a scalar and the state estimate úhki has a PDF that is a Gaussian with a mean
–xhki and a variance σ2hki. The prediction equation maps the state and its Gaussian dis-
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tribution to a new Gaussian distribution with a mean F–xhki and a variance F2
σ

2hki. The
term FPhk|kiFThki is the matrix form of this since

and appropriately scales the covariance. The term HPhk+1|kiHT in Eq. H.3 projects the
covariance of the state estimate into the observed values.

Now consider the case where the system is not linear

where f and h are now functions instead of constant matrices. f :Rn,Rm
→R

n is a
function that describes the new state in terms of the previous state and the input to the
system. The function h :Rn

→R
p maps the state vector to the sensor measurements.

To use the linear Kalman filter with a non-linear system we first make a local linear
approximation

where Fx∈R
n×n, Fu∈R

n×m, Fv∈R
n×n, Hx∈R

p×n and Hw∈R
p×p are Jacobians of the

functions f(·) and h(·) and are evaluated at each time step.
We define a prediction error

and a measurement residual

which are linear and the Kalman filter equations above can be applied. The prediction
step of the extended Kalman filter is

and the update step is

where the innovation is

and the Kalman gain is

A fundamental problem with the extended Kalman filter is that PDFs of the ran-
dom variables are no longer Gaussian after being operated on by the non-linear
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functions f(·) and h(·). We can easily illustrate this by considering a scalar system
with the PDF of the state estimate being the Gaussian N(5, 2)

>> x = linspace(0, 20, 100);
>> g = gaussfunc(5, 2, x);
>> plot(x, g);

Now consider the nonlinear function y= x2
/5 and we overlay the PDF of y

>> y = x.^2 / 5;
>> plot(y, g, 'r');

which is shown in Fig. H.1. We see that the PDF of y has its peak, the mode, at the same
location but the distribution is no longer Gaussian. It has lost its symmetry so the
mean value will actually be greater than the mode. The Jacobians that appear in the
EKF equations appropriately scale the covariance but the resulting non-Gaussian dis-
tributions break the assumptions which guarantee that the Kalman filter is an optimal
estimator. Alternatives include the iterated EKF described by Jazwinski (1970) or the
Unscented Kalman Filter (UKF) (Julier and Uhlmann 2004) which uses discrete sample
points to approximate the PDF.

Fig. H.1.
PDF of the state x (blue) which is
Gaussian N(5, 2) and the PDF of
the non-linear function x2

/5 (red)
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